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Abstract: This paper present the concept of aggregation and propose a new way to apply it in the field of collaborative systems. There are proposed aggregation techniques by concatenation of systems and by composing collaborative systems. The aggregation processes effects on the resulting collaborative system are analyzed. An aggregation process is given for the collaborative systems for training, use and re-use of labor. The complexity of aggregated systems is analyzed and measured.
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1. Collaborative systems

A collaborative system is defined by a great number of users or agents that are engaged in a shared activity, usually from remote locations. Being a part of the distributed applications, the collaborative systems are distinguished class due to the fact that the agents from the system are working together toward a common goal and have a critical need to interact closely with each other.
There are many criteria to classify collaborative systems. Field of application classifies the collaborative systems as follows:

· collaborative systems in education, which are applied in the educational and research field and pursue increased performance and testing of the educational process; 
· collaborative systems of defense, active in military field [1] and are defined by strict rules of organizing and functioning;
· collaborative systems in production, pursuing increased production capabilities and product quality within distinct goods and services production units;
· collaborative banking systems, used by banks and financial units, these systems are analyzed along this paper in order to determine the parameters that influence the banking systems and all its components;
· electronic business systems, companies’ departments are becoming more and more integrated, and clients are now users of e-business systems, thus replacing the traditional security mechanisms with authorization software – the modern security systems which mange and store users’ data and correlate them with the access rules of the organization;
· public administration systems, used for managing tax collection, for integrated management of human resources and payroll, for querying city hall databases on citizen demand;
· media software development systems, media applications development was indirectly caused by the increasing of common use electronic devices; these systems include commutations stations for wireless, terrestrial, satellite and cable infrastructure. 

· collaborative functional systems, include the collaborative banking systems and cross all the activities taking place in the economy, providing necessary information and overall coordination for production and finance management;
· collaborative micropayment systems, allows customers and content providers to use their payment system of choice [2];
· collaborative planning systems, present the most appropriate way to tackle certain kind of planning problems, especially those where a centralized solving is unfeasible [3] [4];
· collaborative tagging systems, which provide a new means of organizing and sharing resources [5] [6] [7];
· collaborative writing systems, their major benefits include reducing task completion time, reducing errors, getting different viewpoints and skills, and obtaining an accurate text;
· collaborative medical systems, in which modern communication technologies allow doctors from around the world to work on the same patient [8].

Based on the organization criteria, the collaborative systems are classified into the following [9]:

· linear systems, case in which the subsystems interact in both ways :
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Fig. 1. Linear system


As the figure shows, between the A1 and A2 activities, the message M1 is changed, between A2 and A3 - message M2, between A3 and A4 - message M3, while, between A4 and A5 – message M4.
· tree systems, having a structure similar to the one presented in Figure 2: 
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Fig. 2. Tree system


In a tree system, the messages are being exchanged between the activities in a hierarchical way. From the second level the message will reach the zero level only if it will pass through level one. A message of the base level, represented by the root of the tree, will only be propagated to the activities situated on the next lowest level. From this level, the message will be sent to the activities represented by the child nodes situated on level one.

· network systems – which include nodes that have corresponding competences and fluxes in all the adjacent nodes.
[image: image3.png]



Fig. 3. Network system

In the case of a network system, the messages flow is made in all the directions, without being imposed any restriction. In such a system, all the nodes are interconnected, while all the activities are interdependent. 

The majority of the collaborative systems with network structure can be found in the banking and production field.

Collaborative systems are classified according to the level of complexity, and by this criterion are identified collaborative systems with:

· low complexity level, which have few components and the number of relationships is limited;

· medium complexity level, that have small number of components and reduced number of streams between components;

· large or highly complexity level, with great number of components and streams; 

· extremely complex, which have many components and many streams: banks, police, internal chain of hotels, airline transport; the banking system is a collaborative systems with very high level of complexity, because it consists of many components and is characterized by a large variety of links between them.

2. Aggregation processes


In [10] is established the proportion between the software aggregation and software reusing. Some theoretical and practical aspects are presented from various points of view. In that paper is established the software orthogonality level resulted from aggregation process and there is highlighted some ways to optimize the aggregation process.

The comparison of two collaborative systems is reduced to relating one system to the other, respectively to identifying the common parts and the parts that are different.

In order to successful manage large datasets inside collaborative systems, an aggregation process it is indispensable to collect, manipulate and disseminate the information.
Data aggregation process simplifies the large datasets by summarizing groups of data elements and by representing such groups with a single graphical symbol [11].


In [11] the automatic aggregation process is presented. In a collaborative system with tree structure, the aggregation is performed automatically on a level-by-level basis. For each level inside the system structure and for every node within the level is determined whether it fills a perceivable area of space. If so, the automatic aggregation is done. It not, the node is aggregated with its nearest and smallest neighbor.


An example of aggregation process, encountered in a collaborative banking system, is that in which the processing of foreign currency payments for all the banks in the network are centralized into one single place.
That means to accommodate a new payments application, specific to foreign payments processes, and integrate it into the banking specific IT architecture. In order to accomplish the aggregation process between all the banks in a network, were migrated into the new solution the processing of foreign currency payments orders from electronic banking channel and paper-based ones. 

Along with this aggregation process, another aggregation process was also implemented, namely the Front Office Redesign for FCY Transactions, which centralizes the processing of paper-based foreign currency payment orders from the entire bank network, making a step forward towards the bank strategy and objectives in regards to the general operations activity.

For two different collaborative educational systems, CES1 and CES2, are calculated the indicators of following quality characteristics:

C1 – complexity;

C2 – reliability;

C3 – portability; 

C4 – maintainability.

On the purpose of identifying an aggregate indicator associated to the quality characteristics, the values of the importance coefficients attached to the four characteristics are being established.

Each quality characteristic analyzed has a function associated. This function can lead to choosing the most efficient level. The identification of this function has a great importance in a direct comparison of the quality characteristics levels for two or more collaborative systems.

Having different criteria, normalization is necessary to determine an aggregate indicator that describes a collaborative system with a value directly comparable with the aggregated values associated to the other collaborative system.

Normalized value, NVCi, corresponding to the Ci characteristic, is determined in the following way:  
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where:

VCi max – the maximum value of Ci criterion;

VCi j – the value of Cj, different from Ci;

VCi min – the minimum value of the Ci criterion.

An aggregate indicator, IA, can be achieved based on the following formula:
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where: 

NVCi – the normalized value of Ci criterion;

pi – the share associated to Ci.

Because the shares have values between 0 and 1, the aggregate indicator will be also in the interval [0; 1].

Based on the previous analysis and on the dependence study regarding the C1, C2, C3, C4 characteristics and on the speed of obtaining the results, there have been identified the values of the importance coefficients, as they are listed in Table 1. 

Table 1. The values of the shares ad to the quality characteristics
	Quality characteristics
	Shares

	C1 – complexity
	0.2

	C2 – reliability
	0.1

	C3 – portability
	0.3

	C4 – maintainability
	0.2


Table 2 presents the values of the aggregate indicator, IA, for the two collaborative banking systems: 

Table 2. The values of the aggregate indicator

	Quality characteristics
	Bank 1
	Bank 2

	C1 – complexity
	1
	0

	C2 – reliability
	1
	0

	C3 – portability
	0
	1

	C4 – maintainability
	1
	0

	Aggregate indicator
	0,5
	0,3



Based on the obtained values for the aggregate indicator, a hierarchization of the two collaborative bank systems is made. As it can be seen from the Table 2, Bank 1 is better than Bank 2 [12].

3. Aggregation by concatenation

Concatenation and de-concatenation operations are used for solving problems that require the formation of new structures by composing others of the same type or change them by breaking into many parts.

Lets be X a certain type of collaborative system structure and Y the same type as X. The structure X has the elements x1, x2, x3,…, xn, and Y has the elements y1, y2, y3…, ym, where n and m are finite. If X is concatenated with Y, then to the elements of X will be added the elements of Y, in order to form a new system of the same type as X and Y and which has the elements x1, x2, x3,…, xn, y1, y2, y3…, ym.


If we consider the independent collaborative systems SCi, having the input Ii and the output Ei, and SCj with the input Ij and the output Ej, then the systems will be aggregated when Ei ≡ Ij. The situation in which the output of SCi system becomes the input of SCj system is presented in Figure 4.
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Fig. 4. Linear aggregation of two collaborative systems


In the case when the input of the second system contains and something else that the output of the first system, Ij = { Ei, Ik }, then the aggregation is partial. In Figure 5 is shown the partial aggregation situation:




Fig. 5. Partial aggregation of two collaborative systems


Such collaborative systems, in which the input of a system contains different elements than the output of another system, are encountered in the field of education, where the students that are accepted in a university comes from different high schools or from other systems. This situation is described in Figure 6:




 







Fig. 6. Partial aggregation of different collaborative educational systems
This kind of aggregation suppose that the output of a system to become the input of another system.  
It is very important the difference between collaborative systems aggregation and collaborative systems restructuring. These processes are consecutive, so that restructuring is made after the aggregation. If two companies are considered for aggregation process, companies which deliver the same products, but different as technological lines and management, then the restructuring is needed. If  the first company produce 1000 pieces with 10 people and the second company produce 500 pieces with 30 people, then the restructuring is necessary, so that the second company to produce 500 pieces with 5 people.
4. Aggregation by composition


There is a big difference between aggregation and composition. The composition gives us a part-of relationship, like an engine, which is part-of a car. Instead, the aggregation gives us a has-a relationship. Within aggregation, the lifetime of the part is not managed by the whole [13].

Aggregation and composition processes are special kinds of associations. The aggregation is used to represent ownership or a whole or part relationship, and composition is used to represent an even stronger form of ownership [14].

The aggregation by composition is encountered in the case when the collaborative systems SCi and SCj have new components that link them. Such situation is presented in Figure 7:




Fig. 7. Aggregation by composition of two collaborative systems


For two collaborative educational systems, represented by University A and University B, the new component that links these systems can be the PhD organizational unit. The teachers that are going to work from a university to another give other example of new component. That means the two universities have common elements when doing consortiums.

In Figure 8 is considered an aggregated system by composition, which has serial and parallel components.
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Fig. 8. System aggregated by composition

The process of aggregation by composition means that the integration of new components in the system conducts to assure new functionalities of the aggregated system.

5. Aggregation by flows

In the aggregation by flows process, multiple flows are merged together resulting in a single aggregate flow. The purpose of flow aggregation is to improve the efficiency and to simplify the management of flows.

A simple flow inside a collaborative system is an infinite sequence of components, belonging to the same source and having the same destination in the system. An aggregate flow of level k is a sequence of components with the following additional properties [15]:

a) If k = 0, then is a simple flow;

b) If k > 0, then the flow is the merging of the components from at least two aggregate flows of level less than k, of which at least one is of level k - 1.
In the case of aggregation by flows, there are considered the collaborative systems SCi and SCj that have different flows. If the creation of a system with uniform flows is required, then the situation in Figure 9 occurs:







Fig. 9. Aggregation by flows

The two collaborative systems are aggregated by inputs I and outputs E, but also by communications C, in order to synchronize them. The communications C appears when two different production units have, from a certain time moment, the same new owner. 

6. The aggregation of collaborative systems on the labor market

Let’s consider the matrix of universities that contains, on rows, the name of universities and, on columns, the curricula offered by each university:

Table 3. The matrix of universities

	
	Ucurricula 1
	Ucurricula 2
	…
	Ucurricula n

	University 1

University 2

…

University i

…

University k
	*

*
	*

*
	*
	*

*


The matrix of companies that require specialists in different fields, which are prepared or not by the universities, is shown in Table 4:

Table 4. The matrix of companies

	
	Ccurricula 1
	Ccurricula 2
	…
	Ccurricula p

	Company 1

Company 2

…

Company i

…

Company m
	*

*
	*

*
	*

*
	*

*


If n>p, then the universities prepare more specializations than the market requires. In the case in which n<p, the universities produce fewer specializations than the market requires. If Ucurriculai ≡ Ccurriculai, where i={1, 2, …, min(n, p)}, then the universities produce exactly the specialists required by the labor market. If the intersection between Ucurricula and Ccurricula is empty, then the universities produce something else that the market requires.







Fig. 10. Aggregation by flows between universities and companies

Currently, the aggregation between two collaborative systems, represented by a university that produce specialists and a company that hires them, is realized by flows, as presented in Figure 10. The inputs I are represented by people that go to study in universities and, on the other hand, are hired in companies in order to get work experience.

The normal situation is given by a linear aggregation, in which people go first to the university and after finishing the studies goes in companies to be hired and to apply the theoretical knowledge acquired from the university.









Fig. 11. Linear aggregation between universities and companies

The universities have also other outputs than specialists which become inputs for companies. Also, companies hire people that are not coming from universities. It is very important that a part of the companies’ outputs become entries for the universities. These entries are represented by people that want to achieve new knowledge, by information necessary to update the curricula for the new specialists, or by money donated by former graduates. If the graduates of a university are proud by their studies and their teachers, then they will become alumni of that university and will make donations or sponsorships. 

There are considered the collaborative systems S1, S2, …, Sn, including the information systems SI1, SI2, …, SIn. For each information system are identified the values of indicators in the Table 5:

Table 5. Indicators values of information systems

	Information System
	Complexity
	Achievement Duration
	Achievement

Cost
	Length by number of conventional instructions
	Number of persons involved

	SI1
SI2
...

SIn
	C1
C2
...

Cn
	D1
D2
...

Dn
	K1
K2
...

Kn
	L1
L2
...

Ln
	N1
N2
...

Nn


Following the analysis of indicators values for the n information systems, are established the correlations:

D = a* C + b,

K = d* C + e,

W = m* C + n,

W = L / N,

where:

C – the average complexity level;

D – the estimated achievement duration;

K – the estimated achievement cost;

W – the estimated labor productivity;

L – the average length given by number of conventional instructions;

N – the average number of persons involved;

a, b, c, d, e – coefficients.

Having the complexity value and the estimated model, will be obtained the estimated achievement duration, the estimated achievement cost, the average length given by number of conventional instructions, the average number of persons involved, the estimated labor productivity, the specification of labor productivity. Data from the specification provides a image of the reuse of certain system components.

Starting from the information systems SI1, SI2, …, SIn, on must see what can be reused when the new system will be designed. By reusing certain components of existing systems will be minimized the achievement cost of the new system:

KU = min(x, y), where:

KU – the estimated achievement cost per 100 lines of source code;

x – the number of source code lines with maximum reusability degree;

y – the number of source code lines with minimum reusability degree;

The achievement cost of the new system was defined as minimum between the number of source code lines with maximum reusability degree and the number of source code lines with minimum reusability degree.

7. Measuring the complexity of aggregated systems
Complexity is the quality characteristic for which were developed most of the metrics systems and is studied in correlation with other characteristics. In case of informatics applications complexity is an important factor. The number of defects is proportional with the complexity of the programs systems. This determines an increase of the difficulties in the programming tasks [16].

The complexity is a measure for the interdependencies between components and also for the diversity of different types of input and output constructions. The complexity of the collaborative system generates a large number of various components. Based on that, a proper approach of the system quality is to analyze every component separately. 

The McCabe’s cyclomatic complexity metrics measures software complexity in program’s structure [17]. The McCabe’s complexity was implemented with the following indicator:

CC = na – nn + 2, 
where:

na – the number of relations between the components of the collaborative system; 

nn – the number of collaborative system components.

The McCabe’s cyclomatic complexity is selected to measure different factors affecting collaborative systems complexity [18]. The McCabe’s complexity is calculated for a collaborative banking system that have associated a graph in which nodes are represented by the bank branches and arcs by connection between them, represented by bank customers which have opened accounts with several branches.
For a linear collaborative system with N nodes and N-1 arcs, the McCabe’s complexity is:

CC1 = N – 1 – N + 2 = 1.

That means the McCabe’s complexity of every linear system is 1. If two linear systems are considered, one with M nodes and M-1 arcs and the other with N nodes and N-1 arcs, the aggregated system will have M+N nodes and M+N-1 arcs.

The McCabe’s complexity of a linear aggregated system is:

CC2 = M + N – 1 – M – N + 2 = 1.


In Figure 12 is presented an aggregated system resulting from the aggregation of two network systems:






Fig. 12. The aggregation of two network systems


For the first network system, the McCabe’s complexity is:

CC3 = 6 – 4 + 2 = 4. 

For the second system, the McCabe’s complexity is:

CC4 = 2 – 2 + 2 = 2. 


The McCabe’s complexity of the aggregated system is: 


CC5 = 9 – 6 + 2 = 5. 


The relation between the complexity of the aggregated system and the sum of complexities of individual systems is:

CC aggregated ≤ CC firstsystem + CC secondsystem
The calculation of this indicator was implemented in a software available to the web address: http://collaborative.brinkster.net. In the Figure 13 is calculated the level of McCabe complexity for a collaborative banking system represented by a graph with 12 arcs and 10 nodes:

[image: image7.png]



Fig. 13. The McCabe complexity calculation example

Based on the initial form of Halstead metric for sources code complexity, it is defined a model to measure the complexity of collaborative systems. From the viewpoint of links and components framework, the complexity, CH, takes into consideration the number of components, n1, and the number of links, n2, resulting: 

CH = n1log2n1 + n2log2n2, 
where:

n1 – the number of components;

n2 – the number of links.

The banking system, seen as a collaborative system, consists of 3 subsystems: physical, information and energy. The CH complexity of information subsystem is measured by determining all operands and operators existing in the software for which the complexity is determined.

In the Figure 14 is calculated the level of Halstead complexity for the information subsystem of a collaborative banking system:

[image: image8.png]



Fig. 14. The Halstead complexity calculation example

As the initial form of Halstead metric, the relation highlights high levels of complexity for high determined values. From the viewpoint of the collaborative systems this describes a high level of interlinking between components and a good communication environment. Also, these imply a great care in managing all these connections and the redundancy of data being transmitted. 

Another form of complexity indicator is the maximum complexity of a tree structure with nn nodes, given by:

Cmax = (nn2 - nn) – nn + 2 = nn2 – 2nn + 2, 
where:

nn – the number of nodes for the tree structure.
In the Figure 15 is calculated the level of maximum complexity for a collaborative banking system, represented as a tree structure with 10 nodes:
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Fig. 15. The maximum complexity calculation example

The optimal complexity, CO, is determined according to relationship:
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fi – the weight i associated to a quality characteristic of the system, with the property that f1 + f2 +…+ fn = 1. 
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First order function derivatives are:
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In order to determine the stationary points, the first order derivatives are equalized with zero.
Results that the stationary point is 
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To check whether the stationary point is maximum or minimum point, there are calculated the second order derivatives of function and Hessian matrix is built.
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Because x>0 si y>0, the first order minor of Hessian matrix is positive defined as the minor of second-order. Results that the stationary point 
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By generalization, it is shown that the optimal complexity is minimal for
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The relative complexity, CR, is determined according to the relationship:
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For n=1, results CR=1.

For n=2, results
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The development of collaborative systems conduct to increase their complexity and the global character of the economy is designed to determine a global character for many of the collaborative systems.
8. Conclusions

The aggregation technique is useful for manipulating large datasets inside a collaborative system. When aggregating a set of data values, the dataset is simplified. It is possible to lose some information during the aggregation process. The goal is to keep the amount of information lost to a minimum level [11].

There are several approaches related to identifying ways in which is realized the aggregation of collaborative systems, so that the outcome of the aggregation process to be accepted by many people.

Collaborative systems differ one from each other by complexity. The complexity problem is made similarly to the problem of simplicity. The complexity of collaborative systems is a new concept that requires a rigorous definition in order to measure the level of complexity and to compare the systems.
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